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Understanding Arctic Change Workshop Report 
(2012): Rationale & needs & key questions 

(1)  Intersection of Arctic system science & studies of Arctic change 
(2)  Societal needs require advances in climate-system research focused on 

interactions between physical-biological-human systems 
(3)  Research questions/programs (also) need to frame problems in terms of 

management or decision challenges 
(4)  Development of tools for scaling Arctic-level patterns down to the local-

regional level at which most decision-makers operate  
 
(i)  How predictable are different aspects of Arctic system; how can improved 

understanding of predictability facilitate planning, mitigation & adaptation? 
(ii)  What are Arctic system tipping points? 
(iii)  How will critical intersections between human and natural systems in the 

Arctic change over next several decades? 
(iv)  What are the critical linkages between Arctic & global system(s)? 
(v)  How will changes in cryosphere drive changes in economic, social & 

environmental components of the Arctic system? 



Stake-­‐
holders	
  

Desired	
  
Outcomes	
  

Arc5c	
  
System	
  
Services	
  

Arc5c	
  System	
  
Components	
  

Intersec5on	
  of	
  agency,	
  stakeholder	
  &	
  	
  
scien5fic	
  community	
  interests	
  





Observing, understanding & responding  
to Arctic change 

(1)  Observing, understanding & responding to Arctic change 
requires past data and future projections of the state of Arctic 
system(s) 

(2)  State variables – e.g., equation of state of seawater 
-  Description of the physico-chemical state (e.g., a body of 

water – T, S, P) 
-  Specification of (non)equilibrium conditions (e.g., 

supercooling) 
-  Prediction of future states (e.g., freezing with lowering of T) 
-  Derivation of other variables and properties (e.g., 

compressibility or speed of sound from T, S, P) 

(3)  What is our understanding of Arctic system state variables? 

 



Arctic System Science 

Eos, Vol. 86, No. 34, 23 August 2005 

EOS, TRANSACTIONS, AMERICAN GEOPHYSICAL UNION 

Arctic System on Trajectory to 
New, Seasonally Ice-Free State 
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The Arctic system is moving toward a new 
state that falls outside the envelope of glacial-
interglacial fluctuations that prevailed during 
recent Earth history This future Arctic is likely 
to have dramatically less permanent ice than 
exists at present At the present rate of change, a 
summer ice-free Arctic Ocean within a century 
is a real possibility a state not witnessed for at 
least a million years.The change appears to be 
driven largely by feedback-enhanced global 
climate warming, and there seem to be few, if 
any processes or feedbacks within the Arctic 
system that are capable of altering the trajec-
tory toward this "super interglacial" state. 

The Changing Arctic 

For nearly 30 years, Arctic sea ice extent 
[e.g.,Stroeve et al, 2005] and thickness 
[Rothrock et al, 2003] have been falling 
dramatically (Figure 1) . Permafrost tempera-
tures are rising and coverage is decreasing 

[Osterkamp and Romanovsky, 1999]. Moun-
tain glaciers and the Greenland ice sheet 
are shrinking [Meier et al, 2003; Box et al, 
2004]. Evidence suggests we are witnessing the 
early stage of an anthropogenically induced 
global warming superimposed on natural 
cycles [Intergovernmental Panel on Climate 
Change, 2001] , reinforced by reductions in 
Arctic ice. 

Despite 30 years of warming and ice loss, the 
Arctic cryosphere is still within the envelope 
of glacial-interglacial cycles that have char-
acterized the past 800,000 years. However, al-
though the Arctic is still not as warm as it was 
during the Eemian interglacial 125,000 years 
ago [e.g.,Andersen et al, 2004] , the present 
rate of sea ice loss will likely push the system 
out of this natural envelope within a century 
Climate models corroborate this projection 
with depictions of sea-ice-free summers within 
the same time frame [Arctic Climate Impact 
Assessment, 2005] .There is no paleoclimatic 
evidence for a seasonally ice free Arctic dur-
ing the last 800 millennia. 
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A major deglaciation of Greenland 
would take many centuries at present rates 
[Intergovernmental Panel on Climate Change, 
2001],but destabilizing mechanisms such 
as basal sliding could accelerate the pace 
[Zwally etal, 2002].The third perennial ice 
type—permafrost—is difficult to observe, and 
thus little is known about its past state. Recent 
surveys indicate, however, that it too is warm-
ing and thawing in some areas [Arctic Climate 
Impact Assessment, 2005] . 

A System View of the Arctic 

In a recent synthesis by the authors, it was 
found that the fundamental Arctic system 
could be understood by links among nine key 
components, or hubs.Three are related to the 
permanent ice types, and two others involve net 
precipitation (precipitation minus evapora-
tion, or P-E) and the thermohaline circulation 
(THC) . Putative changes in the interactions 
among these five hubs reveal how radically 
the future Arctic might be altered.The remain-
ing four hubs capture the living parts of the 
system: terrestrial biomass, marine primary pro-
ductivity, economic productivity, and human 
population. 

Interactions among all hubs are shown 
schematically in Figure 2a. P-E is the funda-
mental driver of Arctic hydrology, but also 
affects the surface energy budget. Snow 
depth largely governs river runoff and also 
influences surface reflectivity, sea ice melt, 
and atmosphere/ocean coupling.TheTHC, 
long recognized as a primary driver of Arctic 
and North Atlantic temperatures, has strong 
ties with atmospheric circulation, P-E, and the 
cryosphere as a whole.The THC is also driven 
by changes in P-E either directly (weakened 
by freshening the North Atlantic) or indi-
rectly (through the export of freshwater to 
the North Atlantic as sea ice and low-salinity 
water [Curry and Mauritzen, 2 0 0 5 ] ) . 

Interactions between hubs can be uni-
directional or bidirectional (single or double 
arrowheads),strong or weak (arrow thick-
ness), and positive or negative. In a positive 
in te rac t ions change in one component pro-
duces a change in another of the same sign. 
On the basis of whether a hub primarily affects 
or is affected by other hubs, the components 
can be classified as either drivers (blue) or 
recipients (yellow).This classification is impor-
tant because feedbacks start at driver hubs and 
must loop back to amplify or dampen the ini-
tial change. Feedbacks also operate within each 
hub; but from an Arctic system perspective, 
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Fig. I. Sea ice extent (white) at the end of summer in 1982 and 2002 observed with passive 
microwave satellite sensors. The record minimum extent was observed in 2002, but that record 
was nearly equaled in 2003 and 2004. 
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When the Intergovernmental Panel on 
Climate Change (IPCC) publishes its Fourth 
Assessment Report of the Scientific Basis of 
Climate Change (AR4) in 2007, a significant 
portion of the report will analyze coupled 
general circulation model (GCM) simulations 
of the climate of the past century as well as 
scenarios of future climates under prescribed 
emission scenarios. 

Modeling groups worldwide have contrib-
uted to the report.Three U.S. contributors 
are: the Community Climate System Model 
(CCSM) project, the NASA Goddard Institute 
for Space Sciences, and the U.S. National 
Oceanic and Atmospheric Administration 
(NOAA) Geophysical Fluid Dynamics Labora-
tory (GFDL).This collection of model results 
is providing a wealth of new information that 
will be used to examine the state of climate 
science, the potential impacts from climate 
changes, and the policy consequences that 
they imply. 

This article focuses on the CCSM project 
and the interagency cooperation that has 
made it a success. Although the project is cen-
tered at the National Center for Atmospheric 
Research (NCAR) in Boulder, Colorado, the 
CCSM version 3 (CCSM3) was designed, devel-
oped, and applied in a uniquely distributed 
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fashion with participation by many institu-
tions.This model has produced some of the 
most scientifically complete and highest-reso-
lution simulations of climate change to date, 
thanks to the teamwork of many scientists and 
software engineers. 

Interagency cooperation and multi-institu-
tional coordination, at a level unprecedented 
for these groups, provided the direction and 
resources necessary to make the CCSM proj-
ect successful. Contrary to the widely held 
opinion that the U.S. climate research effort 
in general, and the climate modeling effort in 
particular, are fragmented and disorganized 
[NationalResearch Council, 1998,2001],the 
CCSM project demonstrates that a uniquely 
U.S. approach to model development can pro-
duce a world-class model. 

The Need for a U.S. Modeling Strategy 

Prior to 1988,GCM-based climate modeling 
was primarily a research activity In the United 
States, several independent projects existed at 
federal research laboratories and universities that 
had access to the supercomputing resources 
necessary to perform the most comprehensive 
simulations; however, there was no imperative 
for a national modeling strategy. 

In 1988, the IPCC was chartered to assess the 
potential for anthropogenic climate change. 
Less than a year later, the interagency U.S. Global 
Change Research Program (GCRP) was estab-
lished. One of its three overarching objectives 

was to "develop integrated conceptual and 
predictive Earth system models" [Committee 

on Earth and Environmental Sciences, 1989]. 
Four agencies—NASA, NOAA, the U.S. Na-

tional Science Foundation (NSF),and the U.S. 
Department of Energy (DOE)—emerged as 
the primary supporters of model development 
and application within the GCRP U.S. partici-
pation in the 1990 IPCC Scientific Assessment 
demonstrated global leadership in climate 
modeling, as the only transient C 0 2 concentra-
tion experiments were carried out at NCAR 
with NSF and DOE support, and at GFDL with 
NOAA support. Although climate modeling was 
central to the mission of NCAR and GFDL, nei-
ther was focused exclusively or even predomi-
nantly, on anthropogenic climate change. 

With the publication of the IPCC Second 
Assessment Report, in 1995, however, many 
believed that U.S. leadership had been 
eclipsed by the Hadley Centre for Climate 
Prediction and Research in the United King-
dom and the Max Planck Institute for Meteo-
rology (MPI) in Germany. Both centers had 
a well-defined mission to understand and 
predict century-scale climate change, and 
had dedicated computing resources on which 
to build, test, and evaluate their models. 

A 1995 letter from senior climate research-
ers in the U.S. to the four modeling agencies 
discussed the "crisis in U.S. climate modeling" 
[National Research Council, 1998] .This commu-
nity attitude precipitated a series of high-level 
studies between 1996 and 2001 [e.g.,National 

Research Council, 1998,2001] on how to restore 
U.S. leadership.The studies concluded that 
while the United States remained a global lead-
er in climate research, it lacked the structure 
and mechanisms to integrate that knowledge 
within a comprehensive modeling effort.The 
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ascertained with greater confidence. While some of the
feedbacks that emerged from the diagrams were recogniz-
able and understood at some level (literature references are
provided when available), others were less familiar. Each
loop that emerged from the diagrams has been graphically
isolated to clarify its mechanism. Verifying the realism of
each feedback was beyond the scope of this paper, but we
illustrated in each subsystem how observations and/or

models could be used to ascertain the existence, sign,
strength, and potential influence of one of the feedbacks
on the biological parts of the system.

2.4. Hypothetical Future State

[13] In the last section we considered how the approach
might be used in the analysis of a hypothetical future state
of the arctic hydrologic system in which the summer sea ice,

Figure 2. Wiring diagram for the atmospheric component of the Arctic hydrologic system. Blue
(yellow) hubs are drivers (recipients), red (blue, black) arrows denote interactions of the same (opposite,
competing) sign, thick (thin) arrows are strong (weak) influences, and red asterisks identify the physical
hubs that directly influence living components of the system. Thick gray arrows denote direct
connections with the global system.

Figure 3. Rationale for arrows shown in the atmospheric subsystem, and references cited in each cell: 1, Francis et al.
[2009] and Andreas et al. [2002]; 2, Sewall and Sloan [2004], Alexander et al. [2004], and Magnusdottir et al. [2004];
3, Hinzman et al. [2005]; 4, Perovich et al. [2007a, 2007b]; 5, Arrigo et al. [2008]; 6, ACIA [2005]; 7, Dorn et al. [2007],
Dunlap et al. [2007], and Eisenman et al. [2007]; 8, Tuomenvirta et al. [2000] and Wang and Key [2005]; 9, Olofsson et al.
[2007]; 10, Nemesure et al. [1994] and Wang and Key [2005]; 11, Francis and Hunter [2006, 2007]; 12, McGuire et al.
[2006] andWang and Key [2005]; 13, Stramler [2006]; 14, Groves and Francis [2002] and Curry et al. [1995]; 15, Eriksson
et al. [2007] and Johannessen et al. [2004]; 16, Isaac and Stuart [1992], Cassano et al. [2007], and Hanssen-Bauer and
Førland [1998]; 17, Furgal et al. [2002]; 18, Kutzbach et al. [2007] and Simpson et al. [2002]; 19, Serreze and Francis
[2006]; 20, Maykut [1982]; 21, Ellis and Leathers [1998] and Walsh et al. [1985]; 22, Berner and Furgal [2005];
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Arctic System Science: State variables (1) 

• Müller-Stoffels & Wackerbauer (2012) Albedo parametrization and 
reversibility of sea ice decay, Nonlin. Processes Geophys., 19, doi:10.5194/
npg-19-81-2012 

56

−25 −20 −15 −10 −5 0 5 10

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

T [ºC]

α

Figure 3.3. Observed and parameterized temperature dependence in surface albedo: The
data points correspond to daily average albedo along a transect in the SHEBA experi-
ment versus daily average temperature [’s ice SHEBA data (blue w/ error bars); ’s lead
SHEBA data (red w/ error bars); and ’s temperature SHEBA data]. The albedo parame-
terizations were adjusted to fit the data for cold ice (�I = 0.85) and open water (�W = 0.07).
The parameterizations from conceptual models in the literature include a linear tempera-
ture dependence on a wide interval (ALW, grey line) suggested by Sellers, 1969, a smooth
step like temperature dependence (AST, purple line) suggested by Eisenman and Wett-
laufer, 2009, and a smooth step like energy dependence (Eq. 3.3, ASE, orange line) sug-
gested by Müller-Stoffels and Wackerbauer, 2011a. For illustration of intermediate param-
eterizations a quadratic parameterization over Seller’s wide temperature interval (�43⇥C
⇤ T ⇤ 10⇥C, AQW, blue dashed line), and a quadratic parameterization over a narrow tem-
perature interval (�18⇥C ⇤ T ⇤ 0⇥C, AQN, grey dash-dotted line) are introduced.
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Figure 3.9. Asymptotic states of the average cell energy �E⇥ as a response to atmospheric
forcing �b for the albedo parameterizations in Fig. 3.3: a) AST, b) AQN, c) AQW, and d)
ALW. Simulations with an initially ice covered state (blue dots) started with a uniformly
frozen ice-ocean layer, and simulations with an initially open water state started from a
uniform water layer as in Fig. 3.4b. The ice cover is seasonal for the data points within the
blue shaded area, and surface melt exists for the data points within the dark grey shaded
area. Convergence is reached within numerical accuracy, i.e. doubling the simulation time
does not change the values of �E⇥.



Arctic System Science: State variables (2) 

• Lenton (2012) Arctic climate tipping points; Ambio, 41, 10- 

Then the current behaviour of a range of Arctic systems is

summarised. Looking ahead, a range of potential tipping
phenomena are described, and their likelihood is assessed.

This leads to an expanded list of potential Arctic climate

tipping elements. Some of these involve terrestrial biomes,
whereas Arctic marine ecosystem tipping points are dealt

with elsewhere (Duarte et al. 2012 [this issue]). Finally, the

available responses to approaching Arctic climate tipping
points are considered.

DEFINING CLIMATE TIPPING POINTS

In colloquial terms, the phrase ‘tipping point’ captures the

notion that ‘little things can make a big difference’ (Gla-

dwell 2000). In other words, at a particular moment in
time, a small change can have large, long-term conse-

quences for a system. To apply the term usefully to the

climate (or in any other scientific context), it is important to
be precise about what qualifies as a tipping point, and about

the class of systems that can undergo such change. To this

end, we introduced the term ‘tipping element’ (Lenton
et al. 2008) to describe large-scale subsystems (or com-

ponents) of the Earth system that can be switched—under

certain circumstances—into a qualitatively different state
by small perturbations. In this context, the tipping point (or

threshold) is the corresponding critical point—in forcing

and a feature of the system—at which the future state of the
system is qualitatively altered. For a system to possess a

tipping point, there must be strong positive feedback in its

internal dynamics, i.e. strong ‘self-amplification’ of exter-
nal forcing (Levermann et al. 2011). So, when trying to

identify climate tipping elements, we should look for

positive feedback processes.
To formalize the notion of a climate tipping element

further (Lenton et al. 2008), it is important to define a

spatial-scale. As the climate itself has a characteristic
length scale of order *1000 km, only components of the

Earth system associated with a specific region or collection

of regions, which are at least of this sub-continental scale,
were considered. Of course tipping points can occur in

much smaller-scale systems, and elsewhere several eco-
system examples are discussed (Duarte et al. 2012 [this

issue]), but here the focus remains on the sub-continental

scale. For a system to qualify as a tipping element, it must
be possible to identify a single control parameter (q), for

which there exists a critical control value (qcrit), from

which a small perturbation (dq[ 0) leads to a qualitative
change in a crucial feature of the system (DF) after some

observation time (T [ 0). In this definition (Lenton et al.

2008), the critical threshold (qcrit) is the tipping point,
beyond which a qualitative change occurs. This change

may occur immediately after the cause or not become

apparent until much later.
Many scientists take ‘tipping point’ to be synonymous

with a ‘bifurcation point’ in the equilibrium solutions of a

system (Fig. 1a), implying that passing a tipping point
necessarily carries some irreversibility (e.g. Tietsche et al.

2011). Others associate a ‘tipping point’ with a ‘point of no

return’, also implying irreversible change. However, con-
tinuous changes without bifurcation, which are therefore

reversible (e.g. Fig. 1b), can also meet the tipping point

definition (Lenton et al. 2008). In reality, the existence or not
of a tipping point should be considered in a time-dependent

Fig. 1 Different sources of abrupt climate change. Schematics in
terms of the time-independent equilibrium solutions of a system,
where solid lines are stable steady states and dashed lines are unsta-
ble steady states: a Bifurcation-type tipping point: a system with
bi-stability passing a bifurcation point leading to irreversible change
(hysteresis). b Reversible tipping point: a mono-stable system
exhibiting highly non-linear but reversible change. c Noise-induced
transition: a bi-stable system transitioning between states due to
internal variability. A tipping point (a, b) occurs when a small change

in forcing (dq) results in a qualitative change in system state (DF),
whereas a noise-induced transition (c) happens when internal short-
term variability (dF) causes a large change in system state (DF).
Several recent papers assume that ‘tipping point’ only applies to
(a) and use reversibility to rule out the existence of a tipping point.
However, a formal definition (Lenton et al. 2008) includes several
other types of tipping point, including reversible ones (b), all of which
could have significant societal impacts

AMBIO (2012) 41:10–22 11
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circulation, and for smaller scale shifts in the sub-polar

gyre (including the Labrador Sea), and in the Barents Sea.

However, past abrupt changes generally occurred under
different forcing conditions than today (e.g. different

orbital configuration or ice sheet volume). Hence, they are

not direct analogues for what may happen in future.

RECENT NON-LINEAR ARCTIC CLIMATE
CHANGES

During the last 2000 years the Arctic region was cooling

thanks to changes in the Earth’s orbit, but that trend has

now been reversed (Kaufman et al. 2009) and we are in an

Fig. 2 Map of Arctic climate tipping elements. Based on the
International Bathymetric Chart of the Arctic Ocean (IBCAO) with
land topography, and the September 2008 minimum sea-ice extent
overlain. Systems ringed are tipping elements suggested herein or
elsewhere in this special issue, other labels are to help guide the

reader (systems discussed herein). Tipping elements are colour coded;
white ice melting, aqua green changes in ocean circulation (often
coupled to sea-ice/atmospheric circulation), dark green involves
biome change
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State variables for the Arctic  
as a social-environmental system  

(1)  Nature of state variables in social-environmental systems beyond key 
concepts poorly understood 

(2)  Rigorous studies defining and exploring state variables lacking; potential 
tools include earth-system models, statistical analysis and reduction of large 
datasets, expert knowledge and heuristic approaches 

(3)  In the Arctic need for prioritization and coordination of long-term 
observations of Arctic change and associated decision-making drive 
identification of “state” variables, e.g.: 
 - North Slope Science Initiative emerging issues 
 - European Environment Agency indicator variables 

(4)  State or indicator variables help link Arctic system science to stakeholder-
desired outcomes & decision-making (K2A) 

(5)  Challenges: 
 - Lack of clear definition of state variables in social-env. Systems 
 - Data for candidate variables are scattered and poorly accessible even to 
 scientific research community 
 - State variables or indicators commonly defined post-hoc 

(6)  Co-production of iconic time series  



State variables for the Arctic  
as a social-environmental system  
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(4) regional coordination of existing long­term monitoring 
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communication among managers, residents, and scientists 

through initiation of frequent “place­based” workshops. 

Potential Development Scenarios: An  understanding 

of  the  estimated  size,  location,  and  intensity of plausible 
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FIG. 2. Sixteen issues or research topics relevant to the management of the North Slope and their influence on one another. All are 
potentially affected by climate change and anthropogenic activity (i.e., development). Social impacts, which affect both local peo-
ple and the intrinsic value of intact ecosystems to people well removed from the Arctic, are influenced by all the other issues. The 
strength of relationships is suggested by the thickness of arrows. Green represents topics for which research is sufficient to satisfy 
most management questions; yellow topics are less well understood and require additional research support; and topics in red are 
poorly understood and require substantial additional research. For topics in yellow and red, parentheses show the estimated time 
needed (assuming reasonable funding support for research) to move a topic up to the next knowledge level. 

Streever	
  et	
  al.	
  (2011),	
  Environmental	
  Change	
  and	
  
Poten5al	
  Impacts:	
  Applied	
  Research	
  Priori5es	
  for	
  	
  
Alaska’s	
  North	
  Slope;	
  Arc5c	
  64,	
  390-­‐	
  



European Environment Agency indicators 

(1)  European Environment Agency (EEA) has identified indicator variables to 
help guide EU policy and action at the pan-European and global scale 

(2)  177 total indicators, ranging from Agriculture (n=13) to Transport (n=36) to 
Environment & Health (n=10) 

(3)  The following indicators are related to Arctic and/or cold regions: 
 - Greenland ice sheet (cumulative seasonal mass loss & melt) 
 - European snow cover extent trend 
 - Arctic & Baltic sea ice extent (min/max, trend) 
 - Permafrost (borehole temps in Europe, projected changes in total   
 permafrost area) 
 - Cumulative mass balance of European glaciers 
 - Duration in ice cover on a lake and a river in Europe 

 
(4) Need for Arctic sustainability indicators identified by European Commission 

 Directorate for Maritime Affairs and Fisheries  



European Environment Agency indicators 

hRp://www.eea.europa.eu/data-­‐and-­‐maps/
indicators	
  



State variables for the Arctic  
as a social-environmental system  

(1)  Nature of state variables in social-environmental systems beyond key 
concepts poorly understood 

(2)  Rigorous studies defining and exploring state variables lacking; potential 
tools include earth-system models, statistical analysis and reduction of large 
datasets, expert knowledge and heuristic approaches 

(3)  In the Arctic need for prioritization and coordination of long-term 
observations of Arctic change and associated decision-making drive 
identification of “state” variables, e.g.: 
 - North Slope Science Initiative emerging issues 
 - European Environment Agency indicator variables 

(4)  State or indicator variables help link Arctic system science to stakeholder-
desired outcomes & decision-making (K2A) 

(5)  Challenges: 
 - Lack of clear definition of state variables in social-env. Systems 
 - Data for candidate variables are scattered and poorly accessible even to 
 scientific research community 
 - State variables or indicators commonly defined post-hoc 

(6)  Co-production of iconic time series  
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Population dynamics of four smaller Northwest Arctic Borough 
villages, 1990–2006. Vertical line segments show estimated net 

migration effects. Note the different scales used in each graph. From 
Hamilton & Mitiguy (Arctic) 2009 
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